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ABSTRACT
End-to-end available bandwidth estimation is very important
for bandwidth dependent applications, quality-of-service ver-
ification and traffic engineering. Although several techniques
and tools have been developed in the past, producing precise
estimations in real-time still remains challenging, mainly due
to the lack of control on the measured network path and en-
vironmental conditions, such as noise and short term traf-
fic burstiness. This paper presents VHF (Vertical Horizontal
Filter), a modified Exponentially Weighted Moving Average
(EWMA) technique borrowed from the financial world; our
aim is to produce precise estimates of the available band-
width, lowering the impact of noisy observations. The ac-
curacy of this solution is compared to other EWMA tech-
niques, showing that VHF has good performance and stabil-
ity. Simulation results also show that VHF behavior is quite
predictable and there is no need to fine tune the filter every
time network conditions change.

Categories and Subject Descriptors
C.2.3 [Network Operations]: Network Monitoring

General Terms
Measurement, Performance, Algorithm
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1. INTRODUCTION
The available bandwidth of a network path is a cru-

cial metric in quality-of-service management, traffic en-
gineering in peer-to-peer and overlay networks, conges-
tion control, streaming and VoIP applications. In prin-
ciple, it would be possible to obtain estimates of the
available bandwidth from intermediate routers along
the path — this is not feasible in practice, mostly due
to technical and security reasons.

Active probing techniques inject end-to-end test traf-
fic into the network and estimate the available band-
width by observing cross-traffic effects on delays that
are experienced by the probe packets. Several active

probing tools have been developed and studied in re-
cent years, such as IGI [4], Abing [11], Spruce [14],
Pathload [5], TOPP [10, 6], pathChirp [12], FEAT [16]
and BART [2]. They differ mainly in the structure or
pattern of probe streams and in the methods used to
estimate available bandwidth from the observed delays.
Many of these tools have been tested in simulation or
verified over some Internet paths. However, as noted
in [19], there is still great uncertainty in their accuracy
and reliability.

The rest of the paper is organized as follows. First,
Section 2 briefly illustrates the related work on current
filtering techniques. Filters are often adopted by tools,
regardless the probing algorithm used, to increase the
accuracy of their estimation. This section summarizes
the major filtering techniques used in this field, focus-
ing on Vertical Horizontal Filter (VHF), a new filter
we propose. Next, evaluation of the proposed filter
is presented in Section 3, including simulation results
obtained comparing our solution to other similar tech-
niques. Finally, in Section 4 conclusions are drown and
future works outlined.

2. FILTERING TECHNIQUES
The network model used in many estimation tools is

simple and has many shortcomings — e.g. algorithms
often ignore that not all routers apply first-in-first-out
queues. Moreover, fluid cross-traffic is assumed, disre-
garding the discrete nature of packets. Other funda-
mental difficulties with most of the existing tools rise
from a number of issues on both end-hosts and net-
work paths: system timing, end-host throughput and
end-to-end pathologies [19]. All these factors could in-
troduce a considerable amount of noise in the individual
network observations. Figure 1 shows the output of a
measurement using pathChirp over a completely empty
link: even if no cross-traffic is present, estimation’s ac-
curacy is affected by system timing and hardware er-
rors. It should be noted that similar results have been
obtained in the past [3] using other well-known tools
like Pathload, IGI and Spruce.

The issue of converting noisy observations into an

1



Figure 1: PathChirp measurement with no
cross-traffic.

estimate is a common filtering problem. The idea of
using such a solution in this context is based on the
predictability and long-term stability of the Internet.
Typically, the available bandwidth of an Internet path
shows strong correlation and a certain degree of stability
over intervals that span from several minutes to a few
hours [18] [16]. Given a new observation, an effective
filtering technique should produce a new estimate of the
available bandwidth combining both the most recent
observation and the old values.

2.1 Existing Filters
PathChirp smooths estimations using a moving aver-

age filter. This technique computes the current estima-
tion averaging the last M observations, where M is the
so-called window size. The problem is to find the right
size M for the dataset. If the window is too wide, real
changes are leveled out and the filter reacts slowly. On
the other hand, if M is too small, noisy peaks are not
suppressed and the outcome of the filter tends to follow
the measured values.

The Exponentially Weighted Moving Average (EWMA)
filter uses observed values Ok and outputs a new esti-
mation Ei calculated as follows:

Ei = αEi−1 + (1− α)Oi. (1)

This filter is used by two available bandwidth estima-
tion tools: Abing [11] and Yaz [13]. The authors of
the first tool originally set the value of α to 0.9, pro-
viding a fairly heavy smoothing. However, the latest
version of the software changed the smoothing factor
to α = 0.75 [9]. Yaz, on the other hand, should use
an Exponentially Weighted Moving Average filter with
a less strong α (α = 0.3), but the adoption of such a
technique is only suggested and it has not been actually

implemented in the tool.
The difficulty with EWMA filters lies in the choice

of the exponential weight α. With a large α the old
estimates are given more importance and the filter is
slow but stable; agility is instead achieved by keeping
α small. Neither stability nor agility are desirable all
the time. Ideally, the filter should be adaptive, setting
the value of α according to the current circumstances.
Equation (1) should then take the form:

Ei = αiEi−1 + (1− αi)Oi. (2)

The basic idea is that sharp and non-persistent changes
can at first be treated as noise using lower weights αi.
However, if the change persists, the filter should quickly
converge to the new value. Lowpass EMA [1], Stability
[8] and Error Based Filters [8] are three existing tech-
niques designed around this philosophy. Although they
have been proposed a couple of years ago, to our best
knowledge none of them has actively been employed in
an available bandwidth estimation tool.

Averaging filters are not the only one used inside
available bandwidth estimation tools, although quite
common and simple. Kalman filter and Wavelets, some-
times combined with window-based averaging, have been
successfully adopted to attenuate noise and local ran-
dom fluctuations [2] [15] [7]. However, a detailed anal-
ysis of these different techniques is outside the scope of
this paper

2.2 The Vertical Horizontal Filter
We propose Vertical Horizontal Filter (VHF), a new

filtering technique borrowed from the financial world
[17] but never used for bandwidth estimation. VHF is
a modified EWMA filter based on the same principles
of the three above mentioned filters. The dynamically
exponential weight αi in (2) is computed as:

αi = β
∆max∑i

t=i−M |Ot −Ot−1|
(3)

where ∆max is the gap between the maximum and the
minimum values in the M most recent observations. In
our model we set β as 1

3 and the window size M = 10.
These parameters were chosen empirically to minimize
estimation error under 10 random simulations of the
network scenario presented in Section 3. The weight is
statically set to 0.5 if the observed available bandwidth
remains constant for at least M consecutive observa-
tions — otherwise (3) would create a division by zero.

3. SIMULATION RESULTS
In this section we use simulations to compare the Ver-

tical Horizontal Filter with other linear filtering tech-
niques — all applied to the same set of observations.

Real world measurements cannot be reproduced as
many times as needed. Moreover, it is often not possible
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Figure 2: A typical generated trace file.

to validate the estimation results due to lack of knowl-
edge of the available bandwidth on the whole network
path observed. For these reasons, simulation, thought
far from being realistic, is probably the simplest way
to evaluate consistently different de-noising algorithms.
We have performed a great number of numerical simula-
tions using MATLAB, in order to compare the perfor-
mance of various smoothing linear filters over the same
set of noisy data.

The Vertical Horizontal Filter we propose has been
compared to the moving average filter used in path-
Chirp, a narrower moving average, a standard EWMA
and the three modified EWMA filters mentioned in Sec-
tion 2. In the same Section we have discussed the de-
fault values used for the configuration of the VHF fil-
ter. As far as the other dynamic EWMA filters are
concerned, we have adopted the optimized parameters
suggested by the original authors in [8] and [1].

In order to perform our simulation, we have gener-
ated 10,000 different available bandwidth traces, each
made up of 300 samples; every sequence simulates a
variable bit-rate source. We randomly chose the initial
transmission rate between 50 Mbps and 95 Mbps and
changed it after a random number of samples. We have
then added a background source of Gaussian noise and
a second source of non-Gaussian noise, with the latter
randomly generating spikes in order to simulate traffic
bursts. An example of a generated traffic trace is shown
in Figure 2.

Since we have both the original traffic traces and the
noisy ones, it is possible to calculate how much the fil-
ters’ estimations differ from the effective available band-
width value. Our performance metric of choice is the
Mean Square Error (MSE) of the estimate for a single
trace. An average MSE is obtained averaging all the
10000 errors; the returned value is finally normalized
by the average Mean Square Error of the raw, non fil-

tered observations.
Figure 3 demonstrates that most of the moving aver-

age filters do not increase accuracy. Moreover, this kind
of filtering introduces even more error in many cases —
a burst, if not effectively identified, can have a negative
impact on estimations that follows in time, even if they
are not directly affected by the noise.

Figure 3: Comparison between different linear
filtering techniques.

We have repeated the simulations studying the three
linear filters that outperformed the other methods pro-
posed. Considering only the Vertical Horizontal Filter
and the Error Based Filter, we have studied the rela-
tionship between the average Mean Square Error and
the number of most recent observations considered. As
far as the standard EWMA filter is concerned, we have
studied the MSE versus the value of the weight α.

Figure 4 shows that the performance of Virtual Hor-
izontal Filter is not significantly affected by the initial
setup of the observed window size. On the other hand,
Error Based filter performance depends also on the win-
dow size parameter and EWMA strongly depends on
the value of the weight α. Compared to the VHF filter,
this could lead to a more complex tuning of the Error
Based and EWMA filters as well as network conditions
or traffic distribution change.

4. CONCLUSIONS AND FUTURE WORK
We presented VHF, a novel linear filter technique

that can increase estimations accuracy.
Simulation results’ revealed that linear filtering tech-

niques can effectively reduce the impact of noise on the
estimation of the available bandwidth. Compared to
other similar filtering methods, the VHF filter we pro-
pose leads to better results in many cases and shows
greater stability. Our results indicate also that there is
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Figure 4: Normalized MSE under varying win-
dow sizes or EWMA weights.

no need to fine tune our filter every time some network
conditions change.

The proposed setup of the VHF filter has been de-
termined empirically: rigorous evaluation would be re-
quired to identify, if exists, the optimal configuration of
the filter. Moreover, although the outcome of our sim-
ulations indicates that the proposed filter is stable, we
plan to demonstrate that it is asymptotically stable.

Finally, some preliminary tests have been already con-
ducted in a lab testbed setting. We will test intensively
the performance of our solution in the testbed as well
as over a limited number of Internet paths, studying
the impact of different sources of cross-traffic and of
different measurement timescales.
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